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Question Bank 

Unit-1 Function of Bounded Variation 

[A] 1 – Mark Questions 

1.  Define Monotonically Increasing function. 

2.  Define Monotonically Decreasing function. 

3.  If f is monotonic on [a, b], then what you can conclude about countability for the set of 

discontinuities of f? 

4.  What do you mean by partition of [a,b]? 

5.  Define Bounded variation. 

6.  Show that if f is monotonic on [a,b], then f is of bounded variation on [a,b]. 

7.  Define Total variation. 

[B] 3 – Marks Questions 

1.  Show that if f is of bounded variation on [a,b], say ∑|∆𝑓𝑘| ≤ 𝑀 for all M for partitions of 
[a,b], then f is bounded on [a,b]. In fact, 
|𝑓(𝑥)| ≤ |𝑓(𝑎)| + 𝑀 for all x in [a,b]. 

2.  Give an example to show that boundedness of  f ’ is not necessary for f to be of bounded 
variation. 

3.  Assume that f and g are each of bounded variation on [a,b]. Then prove that their sum, 
difference and product are also bounded variation. Also we have 
𝑉𝑓+𝑔 ≤ 𝑉𝑓 + 𝑉𝑔 and 𝑉𝑓∙𝑔 ≤ 𝐴𝑉𝑓 + 𝐵𝑉𝑔 

where  
A=sup{|𝑔(𝑥)|: 𝑥 ∈ [𝑎, 𝑏]} , 𝐵 = sup{|𝑓(𝑥)|: 𝑥 ∈ [𝑎, 𝑏]}. 

4.  Determine whether the following function is bounded variation on [0,1] or not. 
𝑓(𝑥) = 𝑥2sin⁡(𝑥 𝑦⁄ ) if 𝑥 ≠ 0, 𝑦 ≠ 0, 𝑓(0) = 0. 

5.  Determine whether the following function is bounded variation on [0,1] or not. 

𝑓(𝑥) = √𝑥sin⁡(𝑥 𝑦⁄ ) if 𝑥 ≠ 0, 𝑦 ≠ 0, 𝑓(0) = 0. 
6.  State Mean Value Theorem and prove that if g is continuous on [a, b] and if f ‘ exists and 

is bounded in the interval, say |f ‘ (x)|≤ A for all x in (a,b) then f is bounded variation 
on [a,b]. 

7.  Define Bounded Variation and verify that 𝑓(𝑥) = 𝑥. 𝑐𝑜𝑠
𝜋

2𝑥
⁡𝑖𝑓⁡𝑥 ≠ 0, 𝑓(0) = 0⁡𝑖𝑛⁡[0,1] is 

bounded variation or not. 
8.  Show that f be defined on [a,b] then f is of Bounded Variation on [a,b] if and only if f can 

be expressed as difference of two increasing functions. 
9.  Determine whether the following function is bounded variation on [0,1] or not. 

𝑓(𝑥) = 𝑥2cos⁡(1 𝑥⁄ ) if 𝑥 ≠ 0, 𝑓(0) = 0. 
[C] 5 – Marks Questions 

1.  Let f be of bounded variation on [a,b], and assume that c in (a,b). Then f is of bounded 
variation on [a,c] and [c,d] and we have 
𝑉𝑓(𝑎, 𝑏) = 𝑉𝑓(𝑎, 𝑐) + 𝑉𝑓(𝑐, 𝑏). 

2.  State and prove additive property of total variation. 
3.  Let f  be of bounded variation on [a, b]. Let V be defined on [a, b] as follows: V(x) = Vf(a, 

x) if a < x ≤ b, V(a) = 0 then : 
i)  V is an increasing function on [a, b] 
ii)  V- f is an increasing function on [a, b]. 

4.  State and prove necessary and sufficient condition for bounded variations. 
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5.  Let f be a bounded variation on [a, b]. Shoe that if x∈ (𝑎, 𝑏], let V(x)= 𝑉𝑓(𝑎, 𝑥) and put 

V(a) = 0. Then every point of f is also a point of continuity of V. 
Unit-2 Metric Spaces 

[A] 1 – Mark Questions 

1.  Define Distance of a point from a given set. 

2.  Define Distance between two subsets of a metric space. 

3.  Define Diameter of a subset of metric space. 

4.  What do you mean by bounded metric space? 

5.  Write whether the following statement is True or False with justification. 

In metric space intersection of two open sets is open. 

6.  Write whether the following statement is True or False with justification. 

Continuous image of a compact metric space is compact. 

7.  Write whether the following statement is True or False with justification. 

The closure of a connected set is connected. 

8.  Write whether the following statement is True or False with justification. 

]0,1[ and [1,2[ are separated. 

9.  Write whether the following statement is True or False with justification. 

]0,1[ and ]1,2[ are separated. 

10.  What you can say about connectedness of real line? Justify your answer. 

11.  Define Closed sphere. 

12.  Define Open sphere. 

13.  Define Neighborhood of a point. 

14.  Define Closure of metric space. 

15.  Define Continuous function on metric space. 

16.  Define Convergent sequence. 

17.  Define Cauchy sequence. 

18.  When the given metric space is said to be complete metric space? 

[B] 3 – Marks Questions 

1.  Define Metric space and give an example of discrete metric space. 
2.  Define Pseudo metric space with appropriate example. 
3.  Let d(x, y) = min{2,|x-y|}. Show that d is usual metric on R. 
4.  For a metric space (X, d), if d*(x, y) = 4d(x, y), then verify whether d*(x, y) is metric 

space or not. 
5.   Let C be the set of all complex number and let 𝑑 = 𝐶 × 𝐶 = 𝑅 be defined by  

𝑑(𝑧1, 𝑧2) = |𝑧1 − 𝑧2|, ∀𝑧1, 𝑧2 ∈ 𝐶. Prove that (C,d) is a metric space. 
6.  Show that every open sphere is an open set but converse is not true. 
7.  Let (X, d) be a metric space. If 𝑆 ⊂ 𝑋 then 𝑆̅ = 𝑆 ∪ 𝑆⁡′ . 
8.  Define Convergent sequence in metric space and also show that limit of a sequence, if 

it exists is unique. 
9.  Define Compact metric space and show that every closed subset of a compact metric 

space is compact. 
[C] 5 – Marks Questions 
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1.  Let (𝑋1, 𝑑1) and (𝑋2, 𝑑2) be two metric spaces, then for any pair of points 𝑥 = (𝑥1, 𝑥2) and 𝑦 =
(𝑦1, 𝑦2) in 𝑋1 × 𝑋2 → 𝑅 defined by 𝑑(𝑥, 𝑦) = max⁡{𝑑1(𝑥1, 𝑦1), 𝑑2(𝑥2, 𝑦2)} where 𝑑1 and 𝑑2 are 
metric spaces on 𝑋1 and 𝑋2 respectively, prove that d is metric space on 𝑋1 × 𝑋2 .  

2.  Let (X, d) be a metric space and 𝜌 be a function on 𝑋⁡ × ⁡𝑋, defined by 𝜌(𝑥, 𝑦) =
min⁡{1, 𝑑(𝑥, 𝑦}⁡⁡⁡∀⁡𝑥, 𝑦 ∈ 𝑋. Then 
a) (𝑋, 𝜌) is a bounded metric space. 
b) 𝜌 is equivalent to d. 

3.  Let (𝑋1, 𝑑1) and (𝑋2, 𝑑2) be two metric spaces and 𝑑∗be the function defined on 𝑋1 × 𝑋2by 
setting 𝑑∗(𝑥, 𝑦) = 𝑑1(𝑥1, 𝑦1) + 𝑑2(𝑥2, 𝑦2) then prove that 𝑑∗  is metric space on 𝑋1 × 𝑋2  such 
that 𝑑∗ is equivalent to the product metric space. 

4.  Let (X, d) be a metric space and let A and B be arbitrary subsets of X. Then show that 
a) 𝐴 ⊆ 𝐵 ⟹ �̅� ⊆ �̅� 
b) 𝐴 ∩ 𝐵̅̅ ̅̅ ̅̅ ̅ ⊆ �̅� ∩ �̅� 
c) 𝐴 ∪ 𝐵̅̅ ̅̅ ̅̅ ̅ = �̅� ∪ �̅� 

5.  Show that the real line is complete metric space. 

6.  Every convergent sequence is a Cauchy sequence but converse is not necessarily true. 

7.  Define Complete matric space. Show that any set X with the discrete metric forms a complete 
metric space. 

8.   A continuous image of compact metric space is compact. 

9.  Let A and B be separated subsets of a metric space (X, d) and let P and Q be non-empty subset 
of X such that 𝑃 ⊂ 𝐴 and Q⁡⊂ 𝐵. Then P and Q are also separated. 

10.  Let (X, d) be metric space and let E be a connected subset of X such that 𝐸 ⊂ 𝐴 ∪ 𝐵 when A 
and B are separated subsets of X. Prove that either 𝐸 ⊂ 𝐴 or 𝐸 ⊂ 𝐵. 

11.  Prove that closure of a connected set is connected. 

12.  Let X be a non-empty set and define a mapping d: 𝑋1 × 𝑋2 → 𝑅 as follows 

𝑑(𝑥, 𝑦) = {
0,𝑤ℎ𝑒𝑛⁡𝑥 = 𝑦
1,𝑤ℎ𝑒𝑛⁡𝑥 ≠ 𝑦

     ∀𝑥, 𝑦 ∈ 𝑅 

Then show that d is a metric on X. 

13.  Let 𝑅𝑛 be the set of all ordered pairs of real numbers and let 𝑑: 𝑅𝑛 × 𝑅𝑛 ⁡→ 𝑅 be defined by 

𝑑(𝑥, 𝑦) = {(𝑥1 − 𝑦1)
2 + (𝑥2 − 𝑦2)

2 +⋯+ (𝑥𝑛 − 𝑦𝑛)
2}

1

2 ∀⁡𝑥⁡, 𝑦⁡ ∈ 𝑅𝑛⁡where 𝑥 = (𝑥1, 𝑥2, … , 𝑥𝑛) 
and 𝑦 = (𝑦1, 𝑦2, … , 𝑦𝑛) . Then prove that (𝑅𝑛, 𝑑) is metric space. 

14.  Let 𝑅2 be the set of all ordered pairs of real numbers and let 𝑑: 𝑅2 × 𝑅2 ⁡→ 𝑅 be defined by 

𝑑(𝑥, 𝑦) = {(𝑥1 − 𝑦1)
2 + (𝑥2 − 𝑦2)

2}
1

2 ⁡where 𝑥 = (𝑥1, 𝑥2) and 𝑦 = (𝑦1, 𝑦2) . Then prove that 
(𝑅2, 𝑑) is metric space. 

15.  Let 𝑅2 be the set of all ordered pairs of real numbers and let 𝑑: 𝑅2 × 𝑅2 ⁡→ 𝑅 be defined by 
𝑑(𝑥, 𝑦) = max⁡{[𝑥1 − 𝑦1], [𝑥2 − 𝑦2] ⁡where 𝑥 = (𝑥1, 𝑥2) and 𝑦 = (𝑦1, 𝑦2) . Then prove that 
(𝑅2, 𝑑) is metric space. 

16.  Define Open sphere and show that every open sphere is an open set but the converse is not 
true. 

17.  Let (𝑋1, 𝑑1) and (𝑋2, 𝑑2) be two metric spaces. A function 𝑓: 𝑋 → 𝑌 is continuous at 𝑎 ∈ 𝑋 iff 
for each sequence <𝑎𝑛> in X converging to 𝑎 ∈ 𝑋, the sequence 𝑓(𝑎) ∈ 𝑋 converges to 𝑓(𝑎). 

18.  Let (𝑋1, 𝑑1) and (𝑋2, 𝑑2) be two metric spaces. A sequence < (𝑥𝑛, 𝑦𝑛) >  in the product space 
converges to (x,y) iff 𝑥𝑛 → 𝑥 and 𝑦𝑛 → 𝑦. 

19.  If x and y are any two points is a metric space (X, d) and if < 𝑦𝑛 > is a sequence converging to 
y, then < 𝑑(𝑥𝑛, 𝑦𝑛) > converge to d(x, y). 

20.  If < 𝑥𝑛 > and < 𝑦𝑛 > converge to points x and y respectively ina metric space (X, d) then the 
sequence < 𝑑(𝑥𝑛, 𝑦𝑛) > converge to d(x,y). 

21.  Show that the real line is complete metric space. 

Unit-3 Riemann Integrability 

[A] 1 – Mark Questions 

1.  Define Partition. 
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2.  What can be concluded from refinement of a partition? 
3.  State Upper Riemann sums. 
4.  Write Lower Darboux sums. 
5.  If any bounded function f  has finite points of discontinuity then whether f in Riemann 

integrable or not? Justify. 
6.  Show that ∫ 𝑥2𝑑𝑥2 = 8

2

0
. 

7.  Solve ∫ sin 𝑥⁡𝑑(cos 𝑥)
2𝜋

𝜋
 . 

8.  Find value of ∫ √𝑥
3

0
⁡𝑑𝑥3 . 

9.  State formulae for reduction from Riemann-Dtieltjes Integral into Riemann Integral. 
10.  Solve ∫ sin 𝑥⁡𝑑(cos 𝑥)

2𝜋

𝜋
 . 

[B] 3 – Marks Questions 

1.  Show that for any bounded function f defined on [a, b] and let m, M be the infimum and 
supremium of f on [a, b]. Then for any partition P of [a, b], we have 

𝑚(𝑏 − 𝑎) ≤ 𝐿(𝑃, 𝑓) ≤ 𝑈(𝑃, 𝑓) ≤ 𝑚(𝑏 − 𝑎) 

2.  Prove that no lower Darboux sum can exceed any Darboux upper sum. 
Or 

If p1 and P2are any two partitions of [a,b]. Then U(P2, f ) ≥ 𝐿(𝑃1⁡, 𝑓). 
3.  If f is a bounded function defined on [a, b] and P be and partition of [a, b], then show 

that 𝑈(𝑃,−𝑓) = −𝐿(𝑃, 𝑓) and 𝐿(𝑃,−𝑓) = −𝑈(𝑃, 𝑓). 
4.  Briefly discuss upper and lower Riemann integral. 
5.  Compute L(P, f) and U(P, f) if f(x)=x2 on [0,1] and P={0, 1/4, 2/4, 3/4, 1} be a partition 

of [0, 1]. 
6.  Compute L(P, f) and U(P, f) if f(x)=x on [0,1] and P={0, 1/3, 2/3, 1} be a partition of [0, 

1]. 
7.  Compute L(P, f) and U(P, f) if f(x)=x on [0,1] and P={0, 1/4, 2/4, 3/4, 1} be a partition 

of [0, 1]. 
8.  Every continuous function is integrable. 
9.  Give an example of a Riemann integrable function on [a, b] which is not monotonic [a, 

b]. 
10.  Show that the function f defined as follows: 

𝑓(𝑥) =
1

2𝑛
⁡𝑤ℎ𝑒𝑛

1

2𝑛+1
< 𝑥 <

1

2𝑛
∶ (𝑛 = 0, 1, 2… . ), 𝑓(0) = 0 

is integrable in [0, 1], although it has an infinite number of points of discontinuity. 
11.  If 𝑃1 and 𝑃2 be any two partitions of [a, b], then 𝑈(𝑃2, 𝑓, 𝛼) ≥ 𝐿(𝑃1, 𝑓, 𝛼) that is no lower 

sum can exceed any upper sum. 
[C] 5 – Marks Questions 

1.  Show that a constant function is integrable. 
2.  If f(x)=x3 is defined on [0, a], show that 𝑓 ∈ 𝑅[𝑎, 0] and ∫ 𝑓(𝑥)𝑑𝑥

𝑎

0
=

𝑎4

4
 . 

3.  Show that f(x)= sin x is integrable on [0,
𝜋

2
] and ∫ sin 𝑥⁡𝑑𝑥

𝜋

2
0

= 1 . 

4.  Show by an example that every bounded function need not be Riemann integrable. 
Or 

Let 𝑓(𝑥) = {
0, 𝑤ℎ𝑒𝑛⁡𝑥⁡𝑖𝑠⁡𝑟𝑎𝑡𝑖𝑜𝑛𝑎𝑙
1, 𝑤ℎ𝑒𝑛⁡𝑥⁡𝑖𝑠⁡𝑖𝑟𝑟𝑎𝑡𝑖𝑜𝑛𝑎𝑙

  Show that f is not integrable on [a, b]. 

5.  If f(x) be defined on [0, 2] as follows,  
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𝑓(𝑥) = {
𝑥 + 𝑥2, 𝑤ℎ𝑒𝑛⁡𝑥⁡𝑖𝑠⁡𝑟𝑎𝑡𝑖𝑜𝑛𝑎𝑙

𝑥2 + 𝑥3, 𝑤ℎ𝑒𝑛⁡𝑥⁡𝑖𝑠⁡𝑖𝑟𝑟𝑎𝑡𝑖𝑜𝑛𝑎𝑙
  

then evaluate the upper and lower Riemann integrals of f over [0, 2] and show that f is 
not R-integrable over [0,2]. 

6.  Find the upper and lower Riemann integrals for the function f defined on [0, 1] as 
follows 

𝑓(𝑥) = {(1 − 𝑥2)
1

2⁡, 𝑖𝑓⁡𝑥⁡𝑖𝑠⁡𝑟𝑎𝑡𝑖𝑜𝑛𝑎𝑙
1 − 𝑥, 𝑖𝑓⁡𝑥⁡𝑖𝑠⁡𝑖𝑟𝑟𝑎𝑡𝑖𝑜𝑛𝑎𝑙

 

Hence show that f is not Riemann integrable on [0, 1]. 
7.  If f(x)=x2 is defined on [0, a], show that 𝑓 ∈ 𝑅[𝑎, 0] and ∫ 𝑓(𝑥)𝑑𝑥

𝑎

0
=

𝑎3

3
 . 

8.  If f is defined on [0, 1] by f(x)=x ∀𝑥 ∈ [0,1] then prove that f is Riemann integrable on 

[0, 1] and ∫ 𝑓(𝑥)𝑑𝑥 = ⁡
1

2

1

0
 . 

9.  A necessary and sufficient condition for the integrability of a bounded function f is, that 
every 𝜀 > 0, there corresponds 𝛿 > 0 such that for every partition P, whose norm is ≤
𝛿, the oscillatory sum w(P,f) is < 𝜀, i.e. U(P,f)-L(P,f)<⁡𝜀⁡. 

10.  A necessary and sufficient condition for the integrability of a bounded function f is that 
to every 𝜀 > 0 there corresponds a partition P such that corresponding oscillatory sum 
w(P,f)<𝜀 , i.e. U(P,f)-L(P,f)<⁡𝜀⁡. 

11.  A bounded function f is integrable in [a, b], if the set of its points of discontinuity is 
finite. 

12.  If f is monotonic in [a, b], then it is integrable in [a, b]. 
13.  If 𝑃∗⁡is a refinement of P, then prove that 

𝐿(𝑃, 𝑓, 𝛼) ≤ 𝐿(𝑃∗, 𝑓, 𝛼) 
or 

𝑈(𝑃∗, 𝑓, 𝛼) ≤ 𝑈(𝑃, 𝑓, 𝛼) 
14.  Let f and 𝛼 be bounded functions on [a, b] and 𝛼 be monotonic increasing on [a, b]. Then 

the function f is integrable with respect to 𝛼 on [a, b] if and only if for every 𝜀 > 0 there 
exists a partition P of [a, b] such that 𝑈(𝑃, 𝑓, 𝛼) − 𝐿(𝑃, 𝑓, 𝛼) < 𝜀 . 

15.  Let m, M be the infimum and supremum of f on [a, b]. Then, for any partition P of [a, b] 
𝑚{𝛼(𝑏) − 𝛼(𝑎)} ≤ 𝐿(𝑃, 𝑓, 𝛼) ≤ 𝑈(𝑃, 𝑓, 𝛼) ≤ 𝑀{𝛼(𝑏) − 𝛼(𝑎)} 

16.  If f is bounded in [a, b] and M, m are the infimum and supremum of f in [a, b], then  

𝑚(𝑏 − 𝑎) ≤ ∫𝑓(𝑥)𝑑𝑥

𝑏

𝑎

≤ ∫𝑓(𝑥)𝑑𝑥

𝑏

𝑎

≤ 𝑀(𝑏 − 𝑎) 

Unit-4 Measurable function and Lebesgue Integral 

[A] 1 – Mark Questions 

1.  Define Length of an interval. 
2.  Show that if A is countable then 𝜇∗(𝐴) = 0 . 
3.  Define 𝜎 − 𝑎𝑙𝑔𝑒𝑏𝑟𝑎. 
4.  Is R-Set of real numbers is measurable or not ? 
5.  Define Lebesgue measurable set. 
6.  Define Lebesgue integral of bounded functions. 
7.  When the given function f is said to be Lebesgue integrable on the given set. 
[B] 3 – Marks Questions 
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1.  What does ∑ 𝑙(𝐼𝑘) mean? For example, suppose 𝐽1 = 𝐼2, 𝐽2 = 𝐼1 , 𝐽3 = 𝐼4 , 𝐽4 = 𝐼3, etc. Is 
∑ 𝑙(𝐼𝑘) = ∑ 𝑙(𝐽𝑘)? Does the order make a difference when we sum? Does the labeling 
matter?  

2.  State all properties of Lebesgue outer measure. 
3.  Let 𝐴 ⊂ ℝ be an arbitrary set and 𝜀 > 0 be given. Then there exists an open set 𝑂 ⊃ 𝐴 

such that 𝜇∗(𝑂) ≤ 𝜇∗(𝐴) + 𝜀 . There is a 𝐺𝛿−𝑠𝑒𝑡 𝐺 ⊃ 𝐴 such that 𝜇∗(𝐺) = 𝜇∗(𝐴) . 
4.  State properties of Lebesgue outer measure. 
5.  Briefly discuss about measurable sets. 
6.  Let 𝐸 ⊂ 𝑅, If 𝜇∗(𝐸) = 0 then E is measurable. 
7.  Countable union of measurable set is measurable. 
8.  Prove that the characteristic function 𝜒⁡𝐴⁡ is measurable if and only if the set A is 

measurable. 
9.  Let f: D→ R be a measurable function and let 𝐴 = {𝑥 ∈ 𝐷: 𝑓(𝑥) = 0} . If 

1

𝑓
 is defined to 

be 𝛼 on A for some 𝛼 ∈ 𝑅 then 
1

𝑓
 is measurable. If 𝜇(𝐴) = 0 then 

1

𝑓
 is measurable 

irrespective of what values we assign to A. 
[C] 5 – Marks Questions 

1.  Discuss motivation for Lebesgue measure. 
2.  Discuss about Lebesgue measurable sets. 
3.  Explain Lebesgue outer measure. 
4.  If E and F are measurable sets then so are E U F and E-F. 
5.  If E1, E2 , . . .,En are n pairwise disjoint measurable sets then for any A⊂ R 

𝜇∗(𝐴 ∩ (⋃𝐸𝑖))

𝑛

𝑖=1

=∑𝜇∗(𝐴 ∩ 𝐸𝑖)

𝑛

𝑖=1

. 

6.  If {𝐸𝑛}𝑛∈𝑁 is a sequence of pairwise disjoint measurable sets then, 
i) for any A⊂ R , 𝜇∗(𝐴 ∩ (⋃ 𝐸𝑖))

∞
𝑖=1 = ∑ 𝜇∗(𝐴 ∩ 𝐸𝑖)

∞
𝑖=1 . 

ii) 𝐸 = ⋃ 𝐸𝑖𝑖𝑠⁡𝑚𝑒𝑎𝑠𝑢𝑟𝑎𝑏𝑙𝑒.
∞
𝑖=1  

7.  Discuss Lebesgue integral for unbounded functions. 
8.  State and prove monotone convergence theorem. 
9.  Define Lebesgue integral. Let s be a non-negative simple function defined on a 

measurable set E. Then the function v defined by v(A)=∫ 𝑠𝑑𝜇
⁡

𝐴
⁡ for A⊂E is a measure on 

m(E), the collection of all measurable subsets of E. 
10.  Explain Lebesgue integral. 
11.  Prove that Lebesgue outer measureis countably sub-additive. 
12.  Prove that Lebesegue outer measure is translation invariant. 
13.  Prove that Lebesgue outer measure of an interval is equal to its length. 

 


